Introduction to Hyper-V High-
Availability with Failover Clustering

Lab Guide

This lab is for anyone who wants to learn about Windows Server 2012 R2 Failover Clustering, focusing on configuration
for Hyper-V clusters. Attend this Lab to learn how to build a highly-available infrastructure in just one hour. Configure
and validate a cluster, configure a scale-out file server, deploy a clustered Hyper-V virtual machine and configure its
advanced properties, and create a Hyper-V Replica Broker. We also cover planning, licensing, virtualization, support,
validation, hardware, networking, and storage. Learn how to build your own Windows Server 2012 R2 Failover Cluster
from scratch, and no prior cluster knowledge is needed.
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Overview

Estimated Lab Duration
75 minutes

Objectives

After completing this lab, you will be able to:
e Validate a Windows Server 2012 R2 cluster
e Create a cluster
e Configure cluster storage
Configure cluster networks
Create a clustered scale-out file-server
Create a clustered Hyper-V virtual machine
Configure Hyper-V Replica on with a cluster
Manage a cluster with System Center 2012 R2 Virtual Machine Manager
Monitor a cluster with System Center 2012 R2 Operations Manager

Prerequisites
A basic understanding of datacenter components, including servers, virtualization, storage and networking.

Overview of Lab

This lab will introduce you to the process for creating highly available services using Windows Server 2012 R2 Failover
Clustering. You will begin by managing a set of servers that have shared storage using the iSCSI Target. You will validate
and deploy the cluster, configure Cluster Shared Volumes and live migration networks, and deploy a clustered file server
with a continuously available file share. Next you will configure a clustered VM and optimize its settings, then you will
configure a Hyper-V Replica on a host, then on a cluster, and configure replication for a VM. You will then manage the
cluster with System Center 2012 R2 Virtual Machine Manager and monitor it with Operations Manager.

Virtual Machine Technology

The computers in this lab are virtual machines that are implemented using Microsoft Hyper-V. Before starting each
virtual machine, ensure you apply the Start-Lab snapshot. When you have started a virtual machine, log on by pressing
CTRL+ALT+END and supply the credentials listed in the lab instructions.

Computers in this Lab

This lab uses virtual machines as described in the following table. Before you begin the lab, you must start the virtual
machines and then log on to the computers.

Password: PasswOrd!

Virtual Machine  Roles \
DC01 ADDS, DNS, iSCSI Storage, SMB File Server Storage
SCDPMO1 Failover Clustering, File Server, Hyper-V, Hyper-V Replica, iSCSI Initiator



SCOMO01 Failover Clustering, File Server, Hyper-V, Hyper-V Replica, iSCSI Initiator,
Operations Manager
SCVMMO01 Failover Clustering, File Server, Hyper-V, Virtual Machine Manager



Exercise 1: Validate a Cluster

In this exercise a 2-node Windows Server 2012 R2 Hyper-V failover cluster is validated using Failover Cluster Manager.
Cluster validation ensures that the hardware and software will support a highly-available role and perform failover.

Estimated time to complete: 10 minutes

SCDPMO1

Perform the following on SCDPMO01 as contoso\administrator with the password PasswOrd!

1. Open Server Manager from the Taskbar.

L e

2. Navigate to Tools and open Failover Cluster Manager.

) | Ir Manage Tools View  Help
Cluster-Aware Updating
Component Services
Computer Management
Defragment and Optimize Drives

Event Viewer

Failover Cluster Manager

Hyper-V Manager

Internet Information Services (IIS) Manager
iSCS! Initiator

Local Security Policy

MPIO

ODBC Data Sources (32-bit)

ODBC Data Sources (64-bit)

Performance Monitor

Resource Monitor

Security Configuration Wizard

Services

System Configuration

System Information

Task Scheduler

Windows Firewall with Advanced Security
Windows Memory Diagnostic

Windows PowerShell

Windows PowerShell (x86)

Windows PowerShell ISE

Windows PowerShell ISE (x86)

Windows Server Backup
3. Once Failover Cluster Manager loads, in the central information pane, under Management select Validate
Configuration.

~ Management

To begin to use failover clustering. first validate your hardware configuration, and then create a cluster.
After these steps are complete, you can manage the cluster. Managing a cluster can include copying
ru:s% tF?Q[t from a dluster running Windows Server 2012 R2, Windows Server 2012, or Windows Server

M8 validate Configuration..

J*f Create Cluster .

B Connect to Cluster..



4. After the Validate a Configuration Wizard open, click Next.

5. Onthe Select Servers screen, under Enter server name type SCDPMO1, then click Add.
6. Under Enter server name type SCOMO1, then click Add.

7. After the servers have been added to Selected Servers, click Next.

8. On the Testing Options screen select the Run only tests | select option and click Next.

() Run all tests (recommended)

(®) Fun only tests | select

9. On the Test Selection screen, deselect the Network and Storage checkboxes. The Hyper-V Configuration,
Inventory, and System Configuration checkboxes should be selected.

Note: For a cluster to be supported by Microsoft the entire set of test must be run against the entire
cluster configuration. None of the validation tests can fail, although warning are OK. In this lab the
Network and Storage tests were skipped to speed up the lab experience.

Select the tests that you want to run. Afew tests are dependent on other tests. f you choose a
dependert test, the test that it depends on will alsa un.

+-{¥=7| Hyper-V Configuration Description

+§3 Invertory These tests validate the
+l:| {E’ Metwork Hyper-V configuration of the
+-[ 5y Storage nodes.

¥ {58 System Corfiguration

10. Click Next to begin testing the cluster. This will take several minutes to complete.

11. After the Validate a Configuration Wizard testing is complete, click the View Report... button. This launches
Internet Explorer which displays the validation report.
Testing has completed for the tests you selected. To corfirm that your cluster solution is supported,

! {  youmust run all tests. A cluster solution is supported by Microsoft only f it passes all cluster
validation tests.

Failover Cluster Validation Report »

Node: SCDPMO1.contoso.com Validated
MNode: SCOMO1.contoso.com Walidated
L v

[T

IH‘T“Q‘" -‘? Fn“ﬁnn 'I"d'.lf;ﬁ“

[] Create the cluster now using the validated nodes. ..
To view the report created by the wizard, click View Report.
To close this wizard, click Finigh.

12. Maximize Internet Explorer and spend a few minutes browsing the report to see details about the tests.

13. Close Internet Explorer.



14. Click Finish to close the Validate a Configuration Wizard.



Exercise 2: Create a Cluster

In this exercise a 2-node Windows Server 2012 R2 Hyper-V failover cluster is created using Failover Cluster Manager.

Estimated time to complete: 5 minutes

SCDPMO1

Perform the following on SCDPMO1 as contoso\administrator with the password PasswOrd!

1. From Failover Cluster Manager, in the central information pane, under Management select Create Cluster.

~ Management

To begin to use faillover dustenng, first validate your hardware configuration, and then create a cluster.
After these steps are complete. you can manage the cluster. Managing a cluster can include copying
roles to it from a cluster running Windows Server 2012 R2, Windows Server 2012, or Windows Server
2008 R2

W8 Validate Corfiquration.

2. Once the Create Cluster Wizard loads, on the Before Your Begin screen, click Next.
3. On the Select Servers screen, under Enter server name type SCDPMO01, then click Add.
4. Under Enter server name type SCOMO1, then click Add.

7. Click Next.

8. On the Validation Warning screen, select No. | do not require support from Microsoft for this cluster, and
therefore do not want to run the validation tests. When | click Next, continue creating the cluster, then click
Next. In a production environment, running all cluster validation tests without any failure is required to have a
cluster supported by Microsoft.



A For the servers you selected for this cluster, the reports from cluster configuration validation tests
,_k appear to be missing or incomplete. Microsoft supports a cluster solution only if the complete
~  configuration (servers, network and storage) can pass all the tests in the Validate a Configuration

wizard.

Do you want to run configuration validation tests before continuing?

~ Yes. When | click Next. run configuration validation tests, and then retum to the process of creating
~ the cluster,

® No. | do not require support from Microsoft for this cluster, and therefore do not want to run the
= validation tests. When | click Next. continue creatina the cluster.

9. On the Access Point for Administering the Cluster screen, under Cluster Name enter Cluster-HyperV.

10. Under Address, in the line for 10.0.0.0/24 enter 10.0.0.11. This provides an IP Address for the cluster to use on
the management network. This IP Address is similar to a Virtual IP Address (VIP) as it is shared across the nodes.

11. Under Address, in the line for 20.0.0.0/24 enter 20.0.0.11. This provides an IP Address for the cluster to use on
the storage network. This network will be used as a backup network if there is a problem with the primary
network to ensure that VMs and applications can continue to run.

Type the name you want to use when administenng the cluster.

Cluster Name: Cluster-HyperV

eThe MNetBIOS name is limited to 15 characters. Al networks were configured automatically.

Networks & Address
10.0.0.0/24 10.0.0.17

V] 20.0.0.0/24 20.0.0.11

12. Click Next.

13. Important: On the Confirmation page, deselect add all eligible storage to the cluster, then click Next.




You are ready to create a cluster.
The wizard will create your cluster with the following settings:

Cluster: Cluster-HyperV
Node: SCOMO01.contoso.com
Node: SCDPMO01.contoso.com
IP Address: 10.0.0.11

IP Address: 20.0.0.11

| Add all eligible storage to the cluster.

To continue, click Next.

14. Wait for the Creating New Cluster process to complete.
15. On the Summary screen click Finish.

16. Once the cluster has been created, Failover Cluster Manager will take a minute to refresh. Next in the far left
navigate pane of Failover Cluster Manager, expand the cluster by clicking on the arrow next to Cluster-
HyperV.contoso.com. The main information page is used to provide details about the health and roles on this
cluster.

= Failover Cluster Manager
File Action View Help

® | 7
&3 Failover Cluster Manager Cluster Cluster-HyperV.contoso.com

A 5'5"‘51 Cluster-HyperV.contoso.co

[ Roles %"y Summary of Cluster Cluster-HyperV
i Nodes “4" Cluster-HyperV has 0 clustered roles and 2 nodes.

b ‘—“] Storage Mame: Cluster-HyperV contoso.com MNetworkes: Cluster Network 1, Cluster Network 2
i Networks Current Host Server: SCOMU Subnets: 2 (Pvdand 0 IPv6

ik Cluster Event
HEter Events Recent Cluster Events: Mone in the last hour

Witness: Mone

17. Scroll down to the bottom of this central page to see the Core Cluster Resources. The Cluster Name is used to
identify and communicate with the cluster.

18. Expand the Cluster Name by clicking the [+] button. The two IP Addresses that the cluster can use to
communicate with are listed here.

19. On the left navigation pane, select the Roles workspace. There are currently no clustered workloads or
applications, but they would appear here.

20. On the left navigation pane, select the Nodes workspace and you will see two cluster nodes.



21. On the left navigation pane, expand the Networks workspace and you will see two cluster networks.

22. On the left navigation pane, expand the Storage workspace and select Disks and you will see no cluster disks.



Exercise 3: Configure Cluster Storage

In this exercise three iSCSI SAN disks are added to the cluster so they can be used for clustered roles. Two of these
disk are then converted to Cluster Shared Volume (CSV) disks so that VMs and scale-out file servers running on
different nodes can simultaneously access the disks.

Estimated time to complete: 3 minutes

@
SCDPMO1

Perform the following on SCDPMO1 as contoso\administrator with the password PasswOrd!

1. From Failover Cluster Manager, navigate to the Storage | Disks workspace.
2. From the Actions pane on the right, select Add Disk.

3. Onthe Add Disks to a Cluster dialog, deselect the disk with 100 GB capacity, then click OK. The disks with 70 GB,
80 GB and 90 GB should be selected. The disk numbers may vary from the screenshot below, so they will be
referred to by their capacity.

Add Disks to a Cluster
Select the disk or disks that you want to add.

Available disks:

Resource Mame Digk; Info Capacity Signature/Id
(] &3 Cluster Disk 1 Disk 5 on node SCOMO1 100 GB 1594341707
- Cluster Disk 2 Disk 2 on node SCOMOT 70.0GE 1594341737
o Cluster Disk 3 Disk 4 on node SCOMD1 500 GB 1554341747
o Cluster Disk 4 Disk 3 on node SCOMOT B0.0GE 1994341757

4. After returning to the Disks workspace, the three disks should now be listed.

5. Multi-select the disks with 70 GB and 80 GB, then on the Actions pane, under Selected Resources (2) click Add
to Cluster Shared Volumes. After a few moments the two disks will be listed as Cluster Shared Volume under
the Assigned To Column. These disks are now optimized for Hyper-V and Continuously Available File Servers.



Disks (3) Actions

Saarch ' v | Disks -

Name Status Assigned To Owner Node Disk Number Capacity Inforr 3 Add Disk
&4 Cluster Disk 2 @ Online Available Storage  SCOMO1 2 70.0GB & Move Available Storage »
&3 Cluster Disk 3 @ Online Available Storage SCoMM 4 50.0GB View »
&4 Cluster Disk 4 (#) Online Available Storage  SCOMO1 3 B00GE & Refresh
Help
Selected Disks (2) =

i Bring Online

é“_r‘-! Take Offline

| < Add to Cluster Shared Vo...
S

More Actions 4

Click the folder icon on the taskbar to launch File Explorer. Navigate to \\SCOMO1\CS$\ClusterStorage. This is
the folder which gets created when Cluster Shared Volumes (CSV) is enabled on each cluster node. There will be
two subfolders (Volumel and Volume2) which represent the two CSV volumes in the cluster.



Exercise 4: Configure Cluster Networking

In this exercise a preferred live migration network is selected. The storage network is also removed from being a live
migration option so that the live migration traffic does not interfere with storage traffic crossing the iSCSI network.

Estimated time to complete: 2 minutes

SCDPMO1

Perform the following on SCDPMO01 as contoso\administrator with the password PasswOrd!
1. From Failover Cluster Manager, navigate to the Networks workspace.
2. Right-click on Networks and select Live Migration Settings...
3. When the Live Migration Settings window opens, deselect “Cluster Network 2”.

4. Move Cluster Network 1 up so that it is prioritized above Cluster Network 2.

Mame Up

5 Cluster Network 1

[] 88 cCluster Netwark 2

5. Click Apply and OK.




Exercise 5: Create a Clustered File Server

In this exercise a Scale-Out File Server (SOFS) will be deployed on the failover cluster, making it highly-available. After
configuring permissions, the SOFS will be deployed on a CSV disk, then several files shares will be created which
virtual machines can later use to store their virtual hard disks on a SMB file share.

Estimated time to complete: 15 minutes

Task 1: Configure Scale-Out File Server Permissions

DCO1

Perform the following on DCO1 as contoso\administrator with the password PasswOrd!

1. Switch to DCO1, then from Server Manager, navigate to Tools | Active Directory Users and Computers.

- {?) I rﬁ Manage Tools View
Active Directory Domains and Trusts

Active Directory Module for Windows PowerShell
Active Directory Sites and Services

Active Directory Users and Computers
ADSI Edit

2. From the Active Directory console, select View | Advanced Features.

3. Select View | Users, Contacts, Groups, and Computers as containers.

] Active Direr
File Action | View | Help

= = vl E Add/Remove Columns...

] Active Dire Large Icons
b — Saved O Small lcons
4 5 contoso List

Detail

I [21 Dom| | Users, Contacts, Groups, and Computers as containers
v | Advanced Features

Filter Options...

Customize...

4. On the left pane, navigate to contoso.com | HQ | Servers.



] Active Directory Users and Com
B 7 Saved Queries
A ,ij contoso.com
B[] Builtin
7] Computers
I 2] Demain Controllers
t- || ForeignSecurityPrincipal
4 3] HO
b &l Groups
a
1 CLUSTER-HYPER
ik SCCMODT
(i SCDPMDT
1k 5C0M
i SCOMDT
i SCSMD
1 SCSMD2
ik 5CSMO03
1 SCYMMOT

e v A

5. Right-click Servers and select Properties.
6. Select the Security tab.

7. Select Advanced.

MName Type Description
1A CLUSTER-H... Computer Failover cluster virtual n...
1 5CCMDT Computer
1 SCDPMON
1 SCom
1 5CoMOT | General | Managed By | Objegt | Securiy | §OMs | Attribute Editor |
1%/ 5CSMO1 Group or user names: e
1 SCSM02 T Evervone -
1 SCSMO3 2 SELF
1ISCYMMOT 82, Autherticated Usere
52, 5YSTEM
R
52, Domain Admins {contoso’\Domain Admins) ¥
| Add. || Remove |
Pemissions for Everyone Allow Deny
Full control O O |~
Read O a E
Write O O B
Create all child objects O O
Delete all child objects O O v

For special permissions or advanced settings, click
Advanced.

Lok J[ Conesl | osy || b |

8. On the Advanced Security Settings for Computers page, click the Add button.



n Advanced Security Settings for Computers \;li-

Owner: Domain Admins (contoso\Domain Admins) Change

Permissions Auditing Effective Access

For additional information, double-click a permission entry, Te medify a permission entry, select the entry and click Edit (if available).

Permission entries:

Type  Principal Access Inherited from Applies to ~
B2, Allow  SYSTEM Full control MNone This object only
82, Allow  Domain Admins (contoso\D... Special Mone This object only 5
B2, Allow  Account Operators (contoso...  Create/delete Comput... Mone This object only
82, Allow  Account Operators (contoso..  Create/delete User obj..  None This object only
82, Allow  Account Operators (contoso...  Create/delete Group o...  Mone This object only
82, Allow  Print Operators (contosa\Pri...  Create/delete Printer 0. None This object only
52, Allow  Authenticated Users Special Mone This object only
2, Allow  Account Operators (contoso..  Create/delete InetOrg..  None This object only
2 Allow fjd Reset password DC=contose,DC=com  Descendant Computer objects
2 Allow ljd Validated write to DNS... DC=contoso,DC=com  Descendant Computer objects ',

Disable inheritance
Zpply
9. Onthe Permission Entry for Computers page, under Principal, click Select a principal.
10. Click the Object Types button.

11. Select Computers, and deselect the other options, then click OK.
Object Types
Select the types of objects you want to find.

Ohject types:
W} 1 Buit-in security principals
L] @ Service Accounts
1 Computers
] EEGn:uups
] % Users

12. After returning to the Select User, Computer, Service Account, or Group dialog, under Enter the object name to
select, enter Cluster-HyperV, then click Check Names.
Select User, Computer, Service Account, or Group -

Select this object type:
|Computer | | Object Types... |

From this location:

|u:ontoso.c:orn || Locations. .. |

Enter the object name to select (examplas):

Cluster-Hyper\/ Check Names

o ] [ ]

13. After the name resolves, click OK.

14. After returning to the Permission Entry for Computers screen, under permissions scroll down and select Create
Computer objects. It should be on the left on the 21 row.



[] Create aCSResourcelimits objects [] Create

[] Delete aCSResourcelimits objects []Delete
[] Create applicationVersion objects []Create
[] Delete applicationVersion objects []Delete
[] Create certificationAuthority objects []Create
[ Delete certificationAuthority objects []Delete |
[#]iCreate Computer objects []Create
[] Delete Computer objects []Delete
[] Create Contact objects [] Create
[] Delete Contact objects []Delete

15. Click OK several times to close all the dialogs.

i Advanced Security Settings for Servers == -
Cwner: Domain Admins (contoso\Domain Admins) Change
Permissions Auditing Effective Access

For additional information, double-click a permission entry. To modify a permission entry, select the entry and click Edit (if available].

Permission entries:

Type Principal Access Inherited from Applies to ~
_-'1_3_" Deny  Everyone Special Mone This object only
H2, Allow  Domain Admins (contoso\D...  Full control Mone This object only =
52 Allow  ENTERPRISE DOMAIN CONT...  Special Mone This object only
8 Allow  Authenticated Users Special Meone This object only
8 Allow  SYSTEM Full contrel Mone This object only
B Allow  CLUSTER-HVPERV {contoso\.. Special None This object and all descendan...
8, Allow  Account Operators (contoso...  Create/delete InetOrg...  Mone This object only
8, Allow  Account Operators (contoso...  Create/delete Comput.. Mone This object only
3;_" Allow  Account Operators (contoso..  Create/delete Group 0. MNone This object only
3_3_" Allow  Print Operators (contoso\Pri...  Create/delete Printer 0. Mone This ebject only v

Add

] (oo | [ 2

| Disable inheritance |

oK || Cancel || Apply |

16. Close Active Directory Users and Computers.

Task 2: Create a Scale-Out File Server

SCDPMO1

Perform the following on SCDPMO1 as contoso\administrator with the password PasswOrd!
17. After returning to SCDPMO01, from Failover Cluster Manager, select the Roles workspace.
18. Under the right Actions pane, select Configure Role.

19. On the Before You Begin screen, click Next.



20. On the Select Role screen, select File Server and click Next.

21. On the File Server Type screen, select Scale-Out File Server for application data and click Next.

Select an option for a clustered file server:

() File Serverfor general use

|Ise this option to provide a central lacation an your network for users to share files or for server
applications that open and close files frequenthy. This option supports baoth the Server Message Block
(SME) and Metwork File System (MFS) protocols. |t also supports Data Deduplication, File Server
Resource Manager, DF5 Replication, and other File Services role services.

(®) Scale-Out File Server for application data

|Ise this option to provide storage for server applications or vitual machines that leave files open for
extended periods of time. Scale-Owut File Server client connections are distibuted across nodes in the
cluster for better throughput. This option supports the SME protocol. it does not suppaort the MFS
protocol, DFS Replication, or File Server Resource Manager.

22. On the Client Access Point screen, in the Name box enter “Cluster-SMB” and click Next.
23. On the Confirmation screen, click Next.

24. After the file server has been created click Finish to close the wizard.

Task 3: Configure a Continuous Availability File Share
25. From Failover Cluster Manager, navigate to Cluster-HyperV.contoso.com | Roles.

26. In the central pane, select the Scale-Out File Server Cluster-SMB, then from the Actions pane select Add File
Share. If you see a warning saying that the Client Access Point is not ready to be used for share creation, then
click OK, wait a minute, and try again. If the issue persists, then move the File Server to the other node, which
triggers DNS name replication, then try again.

Roles (1) Actions
: v/ | Roles A
Name Status Type Owner Node Friority Informz &5 Configure Role..

:=_', Cluster-SMB if‘:ﬁ' Running Scale-Out File Server  SCOPMO1 Medium Virtual Machines... 3

% Create Empty Role

View »
i Refresh
E Help
Cluster-SMB =
4 Start Role
[ E Add File Share
ove »

27. When the New Share Wizard opens, under the File share profile, select SMB Share — Applications. Click Next.

28. Under Share location, make sure the Select by volume button is enabled and C:\ClusterStorage\Volume1l is
selected. Click Next.

29. On the Specify share name screen, under Share name enter “VMs-SMB”. Click Next.



Share name: VMs-SMB

Share description:

Local path to share:

CAClusterStoraget\Volume 14 Shares\WMs-5MEB
ﬂ [f the folder does not exist, the folder is created.

Remote path to share:

YWCluster-SMBYWMs-SMB

30. On the Configure share settings screen, ensure the checkbox is selected for Enable continuous availability. Click
Next.

31. On the Specify permissions screen, select the Customize permissions button.

Allow BUILTIN Administrators
Allow BUILTIMAdministrators

| Customize permissions... |

32. On the Advanced Security Settings for Computers page, click the Add button.

| Permissions I Share | Auditing | Effective Access |

For additienal infermation, double-click a permission entry, Te modify a permission entry, select the entry and click Edit (if available).

Permission entries:

Type Principal Access Inherited from Applies to
33‘ Alleow  Administrators (SCOPMOTYWAd...  Full control Meone This folder only
3!, Allow  Administrators (SCOPMOT\Ad...  Full control ‘WCluster-SMB.contoso...  This folder, subfolders and files
3!" Allow SYSTEM Full control YWWCluster-SMEB.conteso...  This folder, subfelders and files
82 Allow  CREATOR OWMER Full control ‘\Cluster-5MB.conteso..  5Subfolders and files only
3!‘ Allow  Users (SCOPMOT\Users) Read & execute “WCluster-5ME.contoso...  This folder, subfolders and files
B Allow  Users (SCOPMOT\Users) Special \\Cluster-5MB.contoso...  This folder and subfolders

Add Remaove Wiew

33. On the Permission Entry for Computers page, under Principal, click Select a principal.
34. Click the Object Types button.

35. Select Computers, and deselect the other options, then click OK.
Object Types
Select the types of objects you want to find.

Ohject types:
W} 1 Buit-in security principals
L] @ Service Accounts
1 Computers
] EEGn:uups
] % Users




36. After returning to the Select User, Computer, Service Account, or Group dialog, under Enter the object name to
select, enter Cluster-HyperV, then click Check Names.
Select User, Computer, Service Account, or Group -

Select this object type:
|Com|:-uter | | Object Types... |

From this location:

|u:ontoso.c:orn || Locations. .. |

Enter the object name to select (examplas):

Cluster-Hyper\/ Check Names

o ] [ ]

37. After the name resolves, click OK.

38. After returning to the Permission Entry for VMs-SMB screen, under permissions scroll down and select Full
Control.

Basic permissions:

Modify
Read & execute
List folder contents

Read
Write

Special permissions

[]Only apply these permissions to objects and/or containers within this container

39. Click OK several times to close all the dialogs.

40. After returning to the New Share Wizard, select Next.
41. On the Confirm selections screen, click Create.

42. After the file shares have been created, click Close.

43. After returning to Failover Cluster Manager, make sure that the Cluster-SMB file server is selected. On the
bottom on the center navigation pane, select the tab called Shares. This will show the newly created SMB file
share.



Roles (1)
| Quenies v [ v |iv

Name Status Type Owner Node Priority Inform:
2. Cluster-SMB (#) Running Scale-Out File Server  SCDPMO1 Medium

a

B R—

Mame Path Protocol Continuous Availabilty =~ Remarks

J ClusterStorage$ CM\ClusterStorage SMB No Cluster Shared Volum
| - VMs-SMB C:\ClusterStorage'\Volume1_  SMB Yes
< i ]

I

44. From the Taskbar, open File Explorer.

45, Navigate to \\Cluster-SMB. Note the newly created file server (Cluster-SMB) and files share (VMs-SMB).

Home Share View
@ » 4 || W Cluster-SMB
ﬁ Favaorites
B Desktop ! | VMs-SME
2=

& Mesenlaade

46. Minimize File Explorer.


file://Cluster-SMB

Exercise 6: Create a Clustered Virtual Machine

In this exercise a Hyper-V virtual machine (VM) will be deployed on a cluster, then several settings will be configured.
The VM will store its virtual hard disk on the clustered SMB file share which was created in the previous exercise.

Estimated time to complete: 10 minutes

&

SCDPMO1

Perform the following on SCDPMO1 as contoso\administrator with the password PasswOrd!
1. From Failover Cluster Manager, select the Roles workspace.
2. From the Actions pane, select Virtual Machines | New Virtual Machine.

Actions

Roles -

5‘,& Configure Role..,

Mew Virtual Machine...
Mew Hard Disk...

View »
3. On the New Virtual Machine window select SCDPMO01 and OK to launch the New Virtual Machine Wizard.

New Virtual Machine .

Select the target cluster nede for Virtual Machine creaticn,

Look for:

Search Clear

Cluster nodes:

Name Status
g scopmoi (® Up
3 scomot @ Up

4. On the Before You Begin screen, click Next.
5. On the Specify Name and Location screen, under the Name entry enter VM-SQL.

6. Enable the checkbox for Store the virtual machine in a different location and under Location select Browse.

Navigate to \\Cluster-SMB\VMs-SMB, which is the SOFS file share that will be used to store the VM’s virtual
hard disk.



7.
8.
9.

10.
11.
12.
13.
14.

15.
16.

17.

Choose a name and location for this virtual machine,

The name is displayed in Hyper-V Manager. We recommend that you use a name that helps you easily
identify this virtual machine, such as the name of the guest operating system or workload.

Name: |VM-5QL

You can create a folder or use an existing folder to store the virtual machine. If you don't select a
folder, the virtual machine is stored in the default folder configured for this server.,

Store the wirtual machine in a different location

Location: | VWCluster-5MEWMs-SME| | | Browse...

/v, Ifyou plan to take chedkqoints of this virtual machine, select a location that has enough free
space. Chedkpoints indude virtual machine data and may require a large amount of space.

On the Specify Generation screen, select Generation 2, then click Next.
On the Assign Memory screen, change the Startup memory to 64 MB.

Select the checkbox for Use Dynamic Memory for this virtual machine, then click Next.

Spedfy the amount of memory to allocate to this virtual machine. You can spedfy an amount from 32
ME through &586 MB. To improve performance, specfy more than the minimum amount recommended
for the operating system.

Startup memaory: ME

IIse Dynamic Memory for this virtual machine.

-jﬁjn When you decide how much memory to assign to a virtual machine, consider how you intend to
~ use the virtual machine and the operating system that it will run.

Click Next on the Configure Networking screen.
Click Next on the Connect Virtual Hard Disk screen.
Click Next on the Installation Options screen.

Click Finish.

The New Virtual Machine Wizard will complete and close. The High Availability Wizard will automatically open,
start running, and deploy a VM on the cluster. The VM will be in an offline state.

a. Note: This lab is running as a set of Hyper-V virtual machines. It is not possible to run a VM from within
a VM, so it is not possible to start a VM in this lab. In this lab you will create a VM, but you will not be
able to start it.

Click Finish to close the wizard.
In the central navigation pane, select the newly created VM VirtualMachine.

Right-click on the VM-SQL and select Properties.



Search
Name Status Type
T Cluster-SMB @ Running Scah
é‘ VM-5aL - PRT.Y- LV
=3 | Connect...
© |start
24 | Settings..
3 | Manage..
JE | Replication »
@ Move 3
L5l el Live
< (%) | Change Startup Priority 3
. = " g% e
& Show Critical Events
j Add Storage
Virtual Mack éﬁ? Add Resource 3
More Actions 3
Remove
[ D Properties
S

18. On the General tab, under Preferred Owners select SCDPMO1. This means that VM-SQL will try to be hosted on
this server, if it is available.

19. Under the Priority tab, open the dropdown and select High. This means that this VM has a high priority so it will
start first when the cluster starts. Click Apply, then click OK.

Name:
[vm-saL |

Prefemed Owners
Select the preferred owners for this clustered role. Use the buttons

to list them in order from most preferred at the top to least preferred
at the bottom.

SCDFMOT

] scoMo1

20. Select the Failover tab.

21. Under Failback, select the radio button for Allow Failback, and keep the second option enabled for
Immediately. This will move VM-SQL back to a preferred host once that host comes back online after a crash.

Failback

Specify whether the clustered role will automatically fail back to the
most prefemed owner (which is set on the General tab).

() Prevent failback
® Allow failback
(@ Immediatehy

() Failback between: and

[=]
£y

hours

22. Click OK to close the VM-SQL Properties page.

23. Ensure that VM-SQL is still selected, then in the lower center navigation pane, select the Resources tab.



b4 Jf&g VM-SQL Prefered Owners:  User Settings
MName Status Information
Virtual Machine
= 2 Virtual Machine VM-SGL s Off
I Virtual Machine Corfiguration VM-SGL (%) Online
< ,? m 5

Sumrnat Resources

24. Select the [+] icon next to Virtual Machine VM-SQL to expand the view.

25. Right-click on the offline virtual machine Virtual Machine VM-SQL, and select Properties.

i S
E 5| | Show Critical Events

v VMsaL = Pre
Maore Actions L=

MName
x Remove

Virtual Machine

= 3, Vitual Machine VM-SQL (] Properiies _
X Virtual Machine Corfiguration VM-5GL (#) Online
<| n

Summary | Resources

26. Select the Settings tab.

27. Review the Heartbeat settings and ensure that both checkboxes are enabled. This ensure that the cluster host
will monitor the health of the VMs and the guest operating system running inside the VM.

Heartbeat setting
[¥ Enable heartbeat monitoring for the vitual machine
¥ Enable automatic recovery for application heafth monitoring

28. Click Cancel to close the properties page.



Exercise 7: Configure Hyper-V Replica

In this exercise a Hyper-V host and a Hyper-V cluster will be configured to support the Hyper-V Replica. The Hyper-V
Replica provide asynchronous replication for VMs. When it runs in a cluster there is a single instance of the replica

which is highly-available and called the Hyper-V Replica Broker. Replication of a VM will then be configured between
the sets of servers to provide a disaster recovery solution.

Estimated time to complete: 15 minutes

Task 1: Configure the Hyper-V Replica on a Host

SCVMMO1

Perform the following on SCVMMO1 as contoso\administrator with the password PasswOrd!

1. From SCVMMO1, navigate to Server Manager then launch Tools | Hyper-V Manager.

Server Manager * Dashboard

_ WELCOME TO SERVER MANAGER

ige Services P

0 Configure this local server

=

Manage Teols

Cluster-Aware Updating
Component Services

Computer Management
Defragment and Optimize Drives
Event Viewer

Failover Cluster Manager

Hyper-V Manager

QUICK START
lotrrmnt lafrrmnatinm Camadras (T Bdanamnae
2. Select SCVMMO1 and on the right actions pane select Hyper-V Settings.
23 Hyper-V Manager T Actions
| - -
g3 scvmmol ! Virtual Machines SCYMMO1 "
Mame “ State CPU Usage Assigned Memory Uptirme New b

Mo virtual machines were found on this server.

L= Import Virtual Machin...
Y| Hyper-V Settings...

=

I Virtual Switch Manage...

3. Under the Server settings select Live Migrations, and select the [+] icon to expand the view.

= EF Live Migrations

2 Simultaneous Migrations
Advanced Features
E’_g Storage Migrations

4. Select the checkbox for Enable incoming and outgoing live migrations.

5. Under Simultaneous live migrations adjust the Simultaneous live migrations to “10”.

6. Under Incoming live migrations select Use any available network for live migration. Click Apply.



Enable incoming and outgoing live migrations

Simultaneous live migrations

Specfy how many simultaneous live migrations are allowed.

Simultaneous live migrations:

Incoming live migrations

(®) Use any available network for live migration

() Use these IP addresses for live migration:

7. Under Server settings select Live Migrations | Advanced Features. Note that VM will use live migration with
compression by default.

iy INIS IS more secure but requires constraned delegabon for Ive migraton.
= &4 Live Migrations

10 Simultaneous Migratior
Advanced Features Performance options
=4 Storage Migrations Select performance configuration options.
2 Simultaneous Migrations .:::. TCR/IP

M. Enhanced Session Mode Policy The memory of the virtual machine being migrated is copied over the network
o Enhanced Session Mode

o E ] Sess ode to the destination server over a TCP,IP connection.
2ff Replication Configuration

lot enabled as a Replica server

(%) Compression

i

The memory of the virtual machine being migrated is compressed and then
& I.jlser copied over the network to the destination server over a TCPIP connection,
Keyboard =
P ) o The memory of the virtual machine being migrated is copied over the network
& rﬂ':l'-:'\.se F':E|_EE|S|§_£E'!.I: _— to the destination zerver over a SMB connection. SME Direct will be uzed if the
e RL AL LR ARRL network adapters of both the source and destination server have Remote
'—ﬁ. Enhanced Session Mode Direct Memory Access (RDMA) capabilities enabled.

Usze if available
8. On the navigation pane select Storage Migrations and adjust the value of Simultaneous storage migrations to
“4”. Click Apply.

9. On the navigation pane select Replication Configuration and select the checkbox for Enable this computer as a
Replica server.

'aﬁ. Ernhanced Session Mode Palicy

Mo Frikanred Ssecinn Mode

;,'ﬁ’ Replication Configuration
Enabled as a Replica server
# User
@ Keyboard

ca nm Hhe virh izl machine
LIS 1l e v L = L=

10. Under Authentication and ports enable the checkbox for Use Kerberos (HTTP).

Enable this computer as a Replica server.

Authentication and parts

Spedfy the authentication types to allow for incoming replication traffic. Ensure
that the ports you specify are open in the firewall.

Use Kerberos (HTTP):
Data sent over the network will not be encrypted.



11. Under Authorization and storage select the option for Allow replication from any authenticated server.
12. Click Apply.

13. Read the dialog that appears about the firewall, then click OK.
Settings -

Configure the firewall to allow inbound
traffic.

Ensure the inbound TCP exception for port 80" is
enabled in the firewall. If you are using Windows
Firewall, enable "Hyper-V Replica HTTP Listener
(TCP-In)" rule,

[ ] Please don't show me this again

14. On the Settings popup, click OK.
Task 2: Configure a Firewall for Replication

SCVMMO1

Perform the following on SCVMMO1 as contoso\administrator with the password PasswOrd!

15. From SCVMMO1, select the Windows Key and type Windows Firewall.

16. Select Windows Firewall.

Search

Bverywhere -

Windows Firewall ﬂ

Firewall with Advanced

s Firewall

17. On the left navigation pane, select Allow an app or feature through Windows Firewall.



T ﬂ' v Control Pane

Control Panel Home

Allow an app or feature
through Windows Firewall

'ﬁ' Change notification settings

18. Under Allowed apps, scroll down the list of Allowed apps and features, and select Hyper-V Replica HTTP, and
ensure that the Domain checkbox is selected.

Allow apps to communicate through Windows Firewall
To add, change, or remove allowed apps and ports, click Change settings,

What are the nisks of allowing an app to communicate? Change settings

Allowed apps and features:

Mame Domain ~ Private  Public  ~
[ File and Printer Sharing over SMBDirect O O O
[#] File Server Remote Management
FIHTTP
FIHTTPS =
¥l Hyper-v
¥ Hyper-¥ Management Clients
Hyper-V Replica HTTP O O
[ Hyper-V Replica HTTPS O O O
[#] Installer

19. Click OK and close the Windows Firewall windows.

scomo

Perform the following on SCOMO1 as contoso\administrator with the password PasswOrd!

20. Repeat Steps 1 to 6 on SCOMO1.

SCDPMO1

Perform the following on SCDPMO01 as contoso\administrator with the password PasswOrd!

21. Repeat Steps 1 to 6 on SCDPMO1.



Task 3: Deploy the Hyper-V Replica Broker
22. From SCDPMO1, open Failover Cluster Manager.

23. Navigate to Cluster-HyperV.contoso.com | Roles.
24. Right-click on Roles and select Configure Role.

% Failover Cluster Manager
4 55| Cluster-HyperV.contoso.co Search

I

E- Configure Role... Status Type
b ull Virtual Machines... b r-SMB (®) Running Scale-Out File Server
g Create Empty Role L @ of Vitual Machine

25. On the Before You Begin page, select Next.

26. On the Select Role screen select Hyper-V Replica Broker and click Next.

Select the role that you want to configure for high availahbility:

|| Generic Script o~ || Description:
LFGeneric Service Hyper-V Replica Broker enables the
i failover cluster to participate in virtual
. machine replication with Hyper-V/
ﬂ: 15CSI Target Server Replica. Only one Hyper- Replica
7 1SM5 Server Broker can be configured on each
Fig Message Queuing = || failover cluster. For more information,
% see Configuring Hyper-\ Replica
i Other Server Eroker in & Failover Cluster.
2 Virtual Machine
e WINS Server v

27. On the Client Access Point screen, in the Name box, enter Cluster-Replica.

28. Below the Address cells, select both checkboxes. For both the 10.0.0.0/24 and 20.0.0.0/24 networks, enter 201

as the final IP Address numbers.

Type the name that clients will use when accessing this clustered role:

Name: |Cluster—HepIica

'ﬁ'The MNetBIOS name is limited to 15 characters. All networks were configured automatically.

Metworks Address
20.0.0.0/24 20.0.0.201
10.0.0.0/24 10.0.0.201

29. On the Confirmation screen select Next.

30. After the wizard completes click Finish.



31.
32.

33.

34.

35.

36.

Seanch ( | Queries v"ll_-l 1'IF| v
Mame Status Type Chwner Node Pricirity Infamatic
é, Cluster-Replica 'ﬁ':' Running Hyper-V' Beplica Brok_  SCOMO1 Medium
T Cluster-SMB (®) Running Scale-Out File Server  SCDPMOT Medium
é, WM-5QL I@j Off Virtual Machine SCOPMOT Medium

From SCDPMO01, under Cluster-HyperV.contoso.com | Roles.

Right-click on the Hyper-V Replica Broker Cluster-Replica and select Replication Settings.

Search i | Queries v"l,_—l "| v
Mame Status Type Chwner Node Pricrity Informatic
= Cluster-Replica _ e LB plina Brok . SCOMOT Medium
_EL', Cluster-5MB it ile Server SCDPMOT Medium
- Cw | Stop Rol
3, VM-saL o) e ine SCDPMOT Medium
2 | Replication Settings
| Move k

On the Hyper-V Replica Broker Configuration screen, select the checkbox for Enable this cluster as a Replica
server.

Under Authentication and ports enable the checkbox for Use Kerberos (HTTP).

Sif Hyper-V Replica Broker Configuration il -

:J'ﬂ’ Replication Configuration

Enable this duster as a Replica server.

Authentication and ports

Specify the authentication types to allow for incoming replication traffic. Ensure that the ports you spedify are open in the
fireweall.

Use Kerberos (HTTP):
Data sent over the network will not be encrypted.

Under Authorization and storage select the option for Allow replication from any authenticated server. Click
Browse and navigate to C:\ClusterStorage\Volume2 to store it on the CSV disk. Click Apply, then click OK.

Authorization and storage
Spedfy the servers that are allowed to replicate virtual machines to this duster.

() allow replication from any authenticated server

Spedfy the default location to store Replica files:

|C: \ClusterStorageWolume2 |

Browse...

On the Settings popup, click OK. This firewall port has already been enabled in this lab for both cluster nodes.




Task 4: Enable Replication for a VM

37. From Failover Cluster Manager, select the Roles workspace and select the VM that was deployed earlier called
VM-SQL.

38. Right-click VM-SQL and select Replication > Enable Replication.

| Search
Mame Status Type Chwner Node
é, Cluster-Replica @ Running Hyper-V' Beplica Brok_.  SCOMO1
I Cluster-SMB @ Running Scale-Out File Server  SCODPMOT
2. VM-SQI (8 Vitual Machine SCDPMO1
E;é Connect...
© | start
5_"_, Settings...
31 | Manage..
|§E Replication »| 98 | Enable Replication..

39. On the Before You Begin screen, select Next.
40. On the Specify Replica Server screen, under Replica server select Browse...

41. In the Select Computer dialog box type SCVMMO1 and click Check Names. Click OK. Click Next.

Select Computer -
Select this object type:
|Computer | | Object Types. .. |
From this location:
|cor|toso.com | | Locations. .. |

Erter the object name to select (examples):

SCYMMD1 Check Names

o ] [l ]

42. Click Next on the Specify Connection Parameters screen.
43. Click Next on the Choose Replication VHDs screen.

44. On the Configure Replication Frequency screen, select the dropdown and review the options. Keep the default
selection of 5 minutes. Click Next.

Choose the frequency at which changes will be sent to the Replica Server

5 minutes W

30 seconds

15 minutes




45. Click Next on the Configure Additional Recovery Points screen.
46. Click Next on the Choose Initial Replication Method screen.

47. Click Finish on the summary screen.

‘You have successfully completed the Enable Replication wizard. You are about to enable replication for
"WM-50L" with the following settings:

Description:
Replica server: SCVYMMO 1. contoso.com
Replica server port: 30
Compress data: Yes
Authentication type: Kerberos authentication
WHDs not selected for replication:  Mone
Replication Freguency: 5 minutes
Store additional recovery points: Mo
Initial replication method: LUsing netwaork, startimmediately

To enable replication and dose the wizard, dick Finish.

Task 5: Test VM Replication
48. From Failover Cluster Manager, select the Roles workspace and select the VM that was deployed earlier called
VM-SQL.
49. On the Roles screen, right-click on VM-SQL and navigate to Replication > View Replication Health.

é, VYM-SGL (Y v Virtiial Machine SCOPMOT Medi
Connect...

Start

JoXclca

o
Pty

2% | Settings..

3 | Manage...

|éﬂ Replication ¥| E8 | Planned Failover...

| Move " I!]'j Pause Replication

E| B | View Replication Health...
< (%) | Chanae Startuo Prioritv L "_EI'] Remove Replication

50. Review the information and click Close.
51. On the Roles screen, right-click on VM-SQL and navigate to Replication > Planned Failover.

52. On the Planned Failover dialog, deselect the checkbox for Start the Replica virtual machine after failover. It is
not possible to start a VM in this virtualized lab environment.



&2 Planned Failover -

Click Fail Over to start the planned failover process for WYM-5QL°. Any changes on the primary vitual machine
that have not already been replicated will be replicated, and the Replica vitual machine will be prepared to
start.

[] Start the Replica virtual machine after failover.

Prerequisite check
Check that virtual machine is tumed off. Mot Started
Actions
Send data that has not been replicated to Replica server. Mot Started
Fail overto Replica server. Mot Started
Fail Cwer | | Cancel

53. Select Fail Over.
54. Press Close on the dialog box.

55. Open Hyper-V Manager. You will see the replica of the VM on this host.

Task 6: View Virtual Machine Replication

SCVMMO1
Perform the following on SCVMMO1 as contoso\administrator with the password PasswOrd!
56. From SCVMMO01, open Hyper-V Manager.

57. Select SCVMMO1. Note that VM-SQL has now been replicated from the cluster to this host. This backup copy of
VM-SQL could be brought online if the VM running on the cluster is unavailable.

58. Select VM-SQL.

59. Select the Replication tab from the lower center pane and review the information.

VM-SQL
Replication Mode:  Replica Primary Server: SCDOPMOT contoso.com
Replication State:  Failover complete Replica Server: SCVMMO1 contoso.com
Replication Health: VWaming Last synchronized at:  12/30/°2013 11:25:37 FM

| Summary | Memary | Metworking | Replication

60. Close Hyper-V Manager.



Exercise 8: Clustering with Virtual Machine
Manager

In this exercise System Center 2012 R2 Virtual Machine Manager (VMM) will be used to manage a cluster. First the
cluster will be added under management so that VMM can perform operations on it. Next a SMB File Server running
on SCVMMO01 will be added under management. VMM then connects the cluster to this file share so that VMs can
use this storage for virtual hard disks. Finally a VM is deployed on this cluster through VMM.

Estimated time to complete: 10 minutes

SCVMMO1

Perform the following on SCYMMO1 as contoso\administrator with the password PasswOrd!

Task 1: Add a Cluster under Management

1. Open SCVMMOL1 then open the Virtual Machine Manager Console. If the Connect to Server window appear,
ensure Use current Microsoft Windows session identity is selected, and click Connect.

Virtual
Machine
Manager
Console

| ©

2. Select the Fabric workspace.
}&’ VMs and Services

4, ' Fabric

= Library
3. From the upper ribbon, select Add Resources | Hyper-V Hosts and Clusters.



5 Administrator - SCVMMO1.contoso.com - Virtual |
B~ Home Folder

e @[3 @
A w
Create Add Overview | Fabric | Cempliance
= Resources - Resources
Create & Hyper-V Hosts and Clusters
Fabric EI Citrix XenServer Hosts and Clusters

YWhiware ESX Hosts and Clusters

4 39 Sarve ;
= & Library Server

PXE Server

8. Infr|
4. On the Resource location screen, accept the default Windows Server computers in a trusted Active Directory
Domain and click Next.

Indicate the Windows computer location
(®) Windows Server computers in a trusted Active Directory domain
) Windows Server computer in an untrusted Active Directory domain

) Windows Server computers in a perimeter network

If you select this option, before you continue, use VMM Setup to install the VMM agent locally on the
targeted computers. Ensure that you configure the perimeter network settings during the agent setup.

() Physical computers to be provisioned as virtual machine hosts

Select this option to add bare-metal computers with baseboard management controllers.

5. On the Credentials page, select Use an existing Run As account then click Browse.

6. On the Select a Run As Account page, select CONTOSO\Administrator (VMM Administrator), then click OK,
then Next.

7. Under Specify Windows Server computers by names enter Cluster-HyperV, then click Next.

Specify the search scope for virtual machine host candidates

Search for computers by whole or partial names, FQDNs, and IP addresses. Alternatively, you may
generate an Active Directory query to discover the desired computers.

@) Specify Windows Server computers by names

() Specify an Active Directory query to search for Windows Server computers

Enter the computer names of the hosts or host candidates that you want VMM to manage. Each
computer name must be on a separate line.

Computer names:

Cluster-HyperV/

[] Skip AD verification

8. On the Select the computers that you want to add as hosts page, select the checkbox for Cluster-
HyperV.contoso.com, then click Next.



Select the computers that you want to add as hosts

Discovered computers:

Computer Mame Operating System Hypervisor
e Cluster-HyperV.contoso.com Windows Server 2012 R2 Datacenter E...
“ scom1.contosc.com Windows Server 2012 R2 Datacenter E..  Hyper-V
& sCDPMO1.contoss.com Windows Server 2012 R2 Datacenter E... Hyper-V

9. On the Host Settings page, keep the default select then press Next.
10. On the Summary screen, select Finish.
11. Wait for the job to process, and select the job. Review the Summary and Details tabs.

Recent Jobs (5)

-
| Name Status ~ | Start Time ~ | Result Name Cwner

I Refresh host cluster Completed w/ Info 12/30/2013 11:54:58 PM Cluster-HyperV.contoso.com  contosa\Administrator

Add virtual machine host Completed w/ Info 12/30/2013 11:54:58 PM SCDPM01.contoso.com contoso\Administrator

Add virtual machine host Completed w/ Info 12/30/2013 11:34:58 PM scom01.contoso.com contoso\Administrator
Create new host cluster Completed 12/30/2013 11:54:54 PM Cluster-HyperV Microsoft Windows Server 2012 R2 Datacenter E
Discover clusters and their n... Completed 12/30/2013 11:54:53 PM Cluster-HyperV.contoso.com  contoso\Administrator

A Add virtual machine host

Status: Completed w/ Info
Command: Add-5CVMHostCluster

~ /A Warning (26211}

Warning (26211)
Result name: SCOPMO1.contoso.com A restart is required to complete claiming of multi-path I/C devices on host SCOPMO01.contosa.com,

Started: 12/30/2013 11:34:58 PM
Duration: 00:02:02

Recommended Action
Restart the computer.
Owner: contoso\Administrator

Summary | Details | Change Tracking |

Show this window when new objects are created | Restart | | Cancel

12. Close the Jobs window. The jobs will show as “Completed” or “Completed w/ Info”.
13. Under the Fabric workspace, navigate to Servers | All Hosts | Cluster-HyperV.
14. Right-click Cluster-HyperV and select Refresh.

Fabric £  Hosts (2)
- ﬂ Servers
4 7] All Hosts Name
' Cluster-Hyper B_cronnant -
» B, Infrastructure G | Refresh |
nsn | Optimize Hosts '
¥ & Networkinag an

Task 2: Manage a SMB File Server

15. From the Fabric workspace, expand Storage.



Fabric <  Storage (3)

o ﬂ Senvers IE'“"E
4 7] Al Hosts @ Classifications and Pools
E -
E Cluster-Hypery/ H'II] Providers
: o1 Arrays
h iLJ Infrastructure i File Servers
b -& Networking dg’ Fibre Channel Fabrics

4| | Storage |

= Classifications and Fools

16. Select File Servers, right-click it and select Add Storage Devices.

17. For the Storage Provider Type, select Windows-Based file server and click Next.

Select Provider Type

l Select Provider Type } Select a storage provider type

Specify Discovery Scope Before you begin this wizard, you might have to manually install st ider software. Select the

o= ¥

storage provider type that matches the type of device you want to manage.
® Windows-basad file server

Gather information

LN hae Pances () SAN and NAS devices discovered and managed by a SMI-S provider

Summary () SAN devices managed by a native SMP provider
() Fibre Channel fabric discovered and managed by a SMI-S provider

18. On the Specify Discovery Scope page type in DCO1.contoso.com as the Provider IP address or FQDN:
19. For the Run As Account click Browse.

20. Choose Contoso\Administrator (this account also acts at VMM Administrator) and click OK.

Select a Run As account

MName Description User Role

NT AUTHORITY\System

NT AUTHORITY\LocalS...

NT AUTHORITY\Metwo..,

CONTOSOVAdministrat.. VMM Administrator Administrator

| Create Run As Account ‘

Ok || Cancel |




21. Back on the Specify Discovery Scope page, click Next.

22. When the Discover and import storage device information completes on the Gather Information page, select
DCO1 and click Next.

23. On the Select Storage Devices page, check ClusterShare, then click Next.

Select file shares to place under management

Bringing file shares under management will make them available for use in computers managed by
Virtual Machine Manager.

Stc:rageElEI.ricE | Classification | Total Capacity | Available Capacity
DCO.contoso.com 619.99 GB 575.93 GB
ClusterShare = 140.00 GB 125.76 GBE

24. On the Summary page click Finish.
25. The Jobs window will open. Review the completed jobs, and then close the Jobs window.

Task 3: Configure Cluster Settings
26. From the Fabric workspace, expand Servers | All Hosts | Cluster-HyperV.

27. Right-click on Cluster-HyperV and select Properties.

Fabric € Hosts (2)
4 ¥ Servers
4 7] All Hosts [Name i
@ Cluster-HyperV P <rnownd ran
v 8.7 Infrastructure Ci | Refresh

R %3335 Optimize Hosts
4 etworkin
? Move to Host Group

A

Storage
EE Classifications and Pool
i& Providers

Arrays

Uncluster
Add Cluster Node
Validate Cluster

} <& | View Networking
# File Servers
= = R
Hg' Fibre Channel Fabrics smeve
Properties

28. Under the General tab note the Cluster reserve (nodes) option. This indicates the minimum number of nodes
that need to stay functional for the cluster to remain online (also known as ‘quorum’).

29. Select the Status tab and review the information. Since not all the cluster validation tests have been run, the
status shows a warning.



Status

ltems:

Category Status

AL Cluster Validation

2 Cluster Validation Test
has not been run

Report:
Bl Cluster Core Resources
E Mame: Cluster-HyperV lﬁ' Online
Cluster [P Address ﬁ' Online
Cluster [P Address 10.0.0.11 @' Online
Bl Cluster Service
SCDPMO1 @ Running
scom01 @' Running

30. Select the Available Storage tab and note the remaining unused cluster disk.

31. Select the File Share Storage tab and click Add.

32. On the Add File Storage screen, under File share path, select \\DC01.contoso.com\ClusterShare, then click OK.
This allows the cluster to support VMs with their virtual hard disks stored on another SMB File Share hosted on

DCO1.
Add File Share -
Specify a valid SMB share path to use for VM
deployment
File share path: M

WDC0.contoso.com\ClusterShare

To register a file sh
list or enter the UNC path for an unmanaged file share,

For managed shares, VMM grants file share access to the Active Directory
computer account for the virtualization cluster and the VMM cluster
management account. For unmanaged file shares, ensure that the Active
Directory computer account for the virtualization cluster and the VMM
cluster management account have access to the file share.

To bring a file share into management: in the VMM console, open the
Fabric workspace, click the Providers node, and then click "Add Storage
Device."

[ ok || canca |

33. Select the Shared Volumes tab and note the two CSV disks.

34. Click OK to close the Properties window.

Task 4: Configure a Clustered Virtual Machine
35. Select the VMs and Services workspace, then navigate to All Hosts | Cluster-HyperV.



VMs and Services
f@ Tenants
&5 Clouds
=L VM Networks
3 Storage

4 7 All Hosts
4 @ Cluster-HyperV
# SCDPMO1
’ scom01

36. On the ribbon click Create Virtual Machine and then select Create Virtual Machine.

B3 F & F A
Create |Create Virtual |Create Create Host Create VM
Service | Machine ~ | Cloud Group MNetwork

' Create Virwal Machine

VMSs and 3’ Convert Virtual Machine |

37. On the Select Source page select Create the new virtual machine with a blank virtual hard disk and then click
Next.

Select Source

Select the source for the new virtual machine

Identity . X . .

() Use an existing virtual machine, VM template, or virtual hard disk
Configure Hardware Required
Select Destination (@) Create the new virtual machine with a blank virtual hard disk

Select Cloud
Add Properties

Summary

38. On the Identity page type VMO1 in the Virtual machine name field select Generation 1 from the Generation
dropdown and then click Next.

Identity

Select Source Specify Virtual Machine Identity
Identity |
I| Virtual machine name: VMO1
Configure Hardware Description:
Select Destination
Select Cloud Generation: Generation 1 -

Add Properties Generation 1

Generation 2

Summary




39. On the Configure Hardware page, under Compatibility select Hyper-V.

# Compatibility ~ | [ Compatibility
‘=] Cloud Capability Pr...
hper| Select the capability profile that will be used to create this virtual machine.
2 G " VMM will ensure that the settings provided are compatible with this capability
profile.
D Processor : '
1 processor Name | Description | Validation Stat...
. MVemony. c 1 [=7 ESX Server The built-in fabric capabilit...
et di [][&7] XenServer The built-in fabric capabilit...
H Floppy Drive v
R — = vl (=] Hyper-V The built-in fabric capabilit...

40. On the Configure Hardware page, select Availability under Advanced in the navigation pane.

41. In the Availability detail pane, click the Make this virtual machine highly available check box.

< IDE Devices ~| | 4 Availability
2 Devices attached
o VMO _disk_1 Availability sets
9.00 GE. Fimay Use availability sets to identify virtual machines that you want VMM to keep on
0 Virtual DVD drive separate hosts for improved continuity of service.

No Media Captured
<> 5CSI Adapter 0
0 Devices attached
£ Net ers Manage availability sets
@8 Network Adapter 1 High availability

Connected fo Confoso L.

¥ HRbre Channel Adapters

This option places the virtual machine on a virtualization server that is part of a host

cluster,

2 Advanced
— Make this virtual machine highly available
@ Availability
g Virtual machine pricrity
L F =
= El[r)mware = || This setting assigns a priority to the virtual machine to be used when the virtual
machines are started or placed on a nede. Virtual machines are started in prionty
B CPU Priority order up to the limits of the host cluster node.
Normal ~ 1y
. ) High
B virtual NUMA -
Spanning enabled @) Medium
) Low

g Memory Weight
MNormal W

42. In the Availability detail pane, click Manage availability sets. An Availability Set is a group of VMs that
distribute themselves across different hosts as evenly as possible. This type of anti-affinity can be used to keep
VMs with identical server roles (such as virtualized DCs or guest cluster nodes) on different hosts to avoid a

single point of failure.

) Do not restart automatically

Availability sets

Use availability sets to idenfify virtual machines that you want VMM to keep
on separate hosts for improved continurty of senaice.

Manage availability sets

43. In the Manage Availability Sets window, click Create.
44. In the Create Availability Set window type Lab Availability Set in the Name field and then click OK.

45. In the Manage Availability Sets window, click OK.



46.
47.

48.
49.
50.

51.
52.

53.

54.
55.

& Manage Availability Sets x|

Availability sets

Available properties: Assigned properties:
Lab Availability Set

oK | | Cancel

On the Configure Hardware page, click Next.

On the Select Destination page, select Store the virtual machine in the library, then click Next.

‘p’_ i@ Store the virtual machine in the library

Stores the virtual machine in the library for later use. Before you can start the virtual machine, you must
deploy it on a host or cloud.

On the Select Library Server page select SCVMMO01.contoso.com and then click Next.
On the Select Path screen, press the Browse button.
Select SCVMMO01.contoso.com | MSSCVMMILibrary, then click OK.

Select Destination Folder

Browsing SCVMMO1 contoso.com
E SCVMMOD1 contoso.com

tale gl MSSCVMM Library

Click Next.
On the Summary screen, click View Script.

| View Script |

Review the PowerShell script. Virtual Machine Manager wizards are built on top of PowerShell, so this button
can be used to display the PowerShell script that will be used to execute these actions. This can be saved as a
PowerShell script (.ps1) that can be edited and reused to help automate repetitive tasks.

Close Notepad and click Create.

When the Job finishes running close the Jobs window.



Exercise 9: Clustering with Operations Manager

In this exercise a 2-node Windows Server 2012 R2 Hyper-V failover cluster is validated using Failover Cluster Manager.

Estimated time to complete: 5 minutes

scomo

Perform the following on SCOMO1 as contoso\administrator with the password PasswOrd!

1. Open SCOMO1, then open Operations Manager Console.

2. Click on the Monitoring workspace.

.. Monitoring
ﬂ" Authoring

o' Administration

| !1 My Workspace

-

3. Navigate to Monitoring | Microsoft Windows Cluster.

Monitoring

» g Microsoft System Center Virtual Machine Manager PRO
» || Microsoft System Center Virtual Machine Manager View
> g Microsoft Windows Cliert

4 5 Microsoft Windows Cluster

2| Cluster Service Events
22| Cluster Service State

j Clusters

4. Select Cluster Service Events and review any alerts.
5. Select Clusters and wait for the view to load.

6. Expand the diagram by clicking the [+] icon, this may take several moments. Resize the view by using the
resizing tools on the upper ribbon.



7.

8.

Clusters - OM_Contoso - Operations Manager
File Edit Wiew Go Tasks Tools Help

09,

3 '*I‘. Layout direction ¥ E Filter by health ™ Layers‘E] @ LS| CE = -ﬁp Scope

£ Jseren~ (i ® ;L-l @ e :
—

Monitoring e

J—J

b é Microsoft System Center Virtual Machine Manager PRO | ~
> || Microsoft System Center Virtual Machine Manager View - @
> [ Microsoft Windows Cliert e
4 (1 Microsoft Windows Cluster
:] Cluster Service Events
£E| Cluster Service State
_Il Clusters
4 (g Cluster o
[] Active Alerts .
%2%| Cluster State -
4 -é, Metwaork
[Z] Active Alerts
£22| Cluster Metwork State
@] Windowes 2008 Netwarks i
@) Windows Server 2012 Netwarks
@) Windows Server 2012 R2 Metwarks - Lo
N é, Node sl ”
[2] Active Alerts

22| Cluster Mode State

' é Resource Group
[=] Active Alerts r
-_Eﬂl Windows 2008 Resource Graup State. | | e
i] ‘Windows Server 2012 R2 Resource Group State v
< m >

Show or Hide Views..

MNew View »

Expand Microsoft Windows Cluster | Cluster and select Active Alerts. Review any alerts.

4 | g Microsoft Windows Cluster
_’] Cluster Service Events
[552] Cluster Service State

4 i g Cluster
] Active Alerts
=8| Cluster State

Expand Microsoft Windows Cluster | Cluster | Network | Windows Server 2012 R2 Networks. Review the
health of the cluster networks.



10.

11.

Meonitoring ¢« Windows Server 2012 R2 Networks

» [ ] Microsoft System Center Virtual Machine Manager View ~

» r_;, Microsoft Windows Client Cluster Network State @
F 5 Microsoft Windows Cluster

Cluster Name State _@ Maintenanc... MName Path
=-7| Cluster Service Events @ Health
ealthy

Cluster-Hypery
ﬂ Cluster Service State
j Clusters
4 (g Cluster
|| Active Alerts
u Cluster State
4 |Lg Network
|| Active Alerts
2] Cluster Network State
(@] Windows 2008 Networks
Q Windows Server 2012 Metwaorks
g Windows Server 2012 R2 Networks
4 (3 Node Windows Server 2012 R2 Cluster Network Interface State
|| Active Alerts Cluster Name State /é‘:-) Maintenanc,.. Path
2| Cluster Node State Cluster-HyperV  (J) Healthy SCOMO1.contas..,

4 [ g Resource Group Cluster-Hyperv () Healthy SCOMO1.contos...
|| Active Alerts

Cluster Metwar...
Cluster-HyperV @ Healthy Cluster Metwaor...

Expand Microsoft Windows Cluster | Cluster | Node | Active Alerts. Review all alerts on any of the cluster
node. Note that many of these alerts are from System Center which are co-located on the Hyper-V host which is
not a best practice, but used in this lab for scalability.

4 {ig Mode 4 Severity: Critical (9)

|| Active Alerts
ﬂ Cluster Node State

4 | g Resource Group

iéf}] scomOl.contos.., Host Mermnory Utilization is high

(] scomOl.contos... YMM host state not healthy

% o~ . - - o~ . . 0 LA [

Expand Microsoft Windows Cluster | Cluster | Resource Group | Windows Server 2012 Resource Group State.
Note the health of the cluster group which contains the cluster’s client access point.

4 (‘g Node » | Cluster Name State () Maintenan... Name
|| Active Alerts Cluster-HyperV/ @ Healthy Cluster Group (Cluster-HyperV)
2% Cluster Node State Cluster-Hypert () Mot menitored Awvailable Storage (Cluster-HyperV)

F' f_;l Resource Group
|| Active Alerts
u Windows 2008 Resource Group State
j Windows Server 2012 R2 Resource Group State
ﬂ Windows Server 2012 Resource Group State

From the upper ribbon, enter cluster in the search box, then click Search.

File Edit View Go Tasks Tools Help

§|C|'-l5-tEF Search ™ _ .ﬁp Scope ' Find

Menitoring < Win

12. After the search results appear, review the various cluster-related objects discovered by Operations Manager.

13. Close the Search Window.



